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&*+,-����)"- � �)*'&-�(./- � &-/ � &�0-/- � &*+,-��� � -1-�
�#2-�

)33-' �

� �
MCEL501 Applied Algorithms 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � () � :-& �

� � MCEL502 
Advanced Computer 
Architecture 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � () � :-& �

� � MCEL503 
Research Methodology 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � () � :-& �

 � MCEL504 
High Performance 
Database 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � () � :-& �

! � MCEL505A� Information Retrieval   & 
Web mining 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

$� MCEL505B� Distributed computing #� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

%� MCEL505C� Real time operating 
system 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

; � MVEL505� Open Elective(E&TC 
Elective 1) 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

<� MCEL506A� Data Mining and 
Machine Learning 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

�6 � MCEL506B� Grid computing #� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

�� � MCEL506C� Advanced compiler 
Design 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

�6 � MCEL506D� Industry offered subject #� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

�0-)': � :-& � :-& �

�� � MCEP507 
Lab practice-I 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

4����
��� � () � :-& �

� � MSDP501 
Advanced skill 
Development 

#� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

&�
���
"��������
���

() � :-& �
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� � MCEL508 

Operating System 
Design 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�
�

�0-)': � () � :-& �

� � MCEL509 
Software Design and 
Architecture 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � () � :-& �

� � MCEL510 
Advanced Computer 
Networks 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � () � :-& �

 � MCEL511 
Cyber security and 
forensic 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � () � :-& �

! � MCEL512A� Business Intelligence 
and Infrastructure 
management 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

$� MCEL512B� Mobile Computing ##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

%� MCEL512C� Network Security & 
Cryptography 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

; � MVEL511� Open Elective(E&TC 
Elective 2) 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

<� MCEL513A� Big data analysis’s ##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

�6 � MCEL513B� Cloud Computing ##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

�� � MCEL513C� Intelligent System ##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

�6 � MVEL512� Open Elective(E&TC 
Elective 3) 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

�0-)': � :-& � :-& �

�� � MCEP514 

Lab practice-II 

##� 45��)/4*�-'�
-(5#(--'#(5��6�$7�%�
8.*�)()/)*&9�

4����
��� � () � :-& �
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)33-' �

� � MCEP601 Technical course- 
LaTeX 

###� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�
�

���	�
����
�������

() � :-& �

� � MCEP602 Seminar I ###� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

&��
��� � () � :-& �

� � MCEP603 Dissertations Phase -I ###� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

4��=��� � () � :-& �

&' �
()�

&*+,-����)"- � �)*'&-�(./- � &-/ � &�0-/- � &*+,-��� � -1-�
�#2-�

)33-' �

� � MCEP604 Seminar II #2� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�
�

&��
��� � () � :-& �

� � MCEP605 Dissertation 
Phase -II 

#2� 45��)/4*�-'�
-(5#(--'#(5��6�$7
�%�8.*�)()/)*&9�

4��=��� � () � :-& �
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Subject Code  Elective I –Subject’s  Subject Code  Elective II –Subject’s  

MCEL505A Information Retrieval   & Web 
mining 

MCEL506A Data Mining and Machine 
Learning 

MCEL505B Distributed computing MCEL506B Grid computing 
MCEL505C Real time operating system MCEL506C Advanced compiler Design 
MVEL505 Open Elective(E&TC Elective 1) MCEL506D Industry offered subject 

�

Scheme of Examination for M. Tech. 
Branch-Computer Engineering 

Semester-I 

Subject code Name of the 
course 

Teaching 
scheme    

(Weekly Load in 
Hrs.) 

C
re

di
ts

 

Evaluation Scheme 

E
S

E
 D

ur
at

io
n 

(H
rs

.)
 

Theory 

Practical 
(Cont. 
Ass.) T

ot
al

 

Le
ct

ur
e 

T
ut

or
ia

l 

P
ra

ct
ic

al
 

T
ot

al
 

TAE 
20 % 

CAE 
20% 

ESE 
60% 

MCEL501 Applied 
Algorithms 4 - - 4 4 20 20 60 

- 
 

 
100 3 

MCEL502 Advanced 
Computer 
Architecture 

3 - - 3 3 20 20 60 - 100 3 

MCEL503 Research 
Methodology 2 - - 2 2 20 20 60 - 100 3 

MCEL504 High 
Performance 
Database 

3 - - 3 3 20 20 60 - 100 3 

MCEL505 
Elective I 3 - - 3 3 20 20 60 - 100 3 

MCEL506 Elective II 3 - - 3 3 20 20 60 - 100 3 

MCEP507 
Lab practice-I - - 4 4 2 - - - 100 100 - 

MSDP501 Advanced skill 
Development - - 2 2 AU - - - - - - 

 Total 18 - 6 24 20 120 120 360 
100 

700 - 
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Scheme of Examination for M. Tech 

Branch-Computer Engineering 
Semester-II 

Subject code Name of the 
course 

Teaching scheme    
(Weekly Load in 

Hrs.) 

C
re

di
ts

 

Evaluation Scheme 

E
S

E
 D

ur
at

io
n 

(H
rs

.)
 

Theory 
 Practical 

 
(Cont. 
Ass. 
+External
) 

T
ot

al
 

Le
ct

ur
e 

T
ut

or
ia

l 

P
ra

ct
ic

al
 

T
ot

al
 

TAE 
20 % 

CAE 
20% 

 
 
ESE 
60% 

MCEL508 Operating 
System Design 3 - - 3 3 20 20 60 - 100 3 

MCEL509 Software Design 
and Architecture 3 - - 3 3 20 20 60 - 100 3 

MCEL510 Advanced 
Computer 
Networks 

3 - - 3 3 20 20 60 - 100 3 

MCEL511 Cyber security 
and forensic 3 - - 3 3 20 20 60 - 100 3 

MCEL512 
Elective –III 

3 - - 3 3 20 20 60 - 100 3 

MCEL513 
Elective –IV 

3 - - 3 3 20 20 60 - 100 3 

MCEP514 
Lab practice-II - - 4 4 2 - - - 100 100 - 

  Total 18 - 04 22 20 120 120 360 100 700 - 
            

�
Subject Code  Elective III –Subject’s  Subject Code  Elective IV –Subject’s  
MCEL512A Business Intelligence and 

Infrastructure management 
MCEL513A Big data analysis 

MCEL512B Mobile Computing MCEL513B Cloud Computing 
MCEL512C Network Security & 

Cryptography 
MCEL513C Intelligent System 

MVEL511 Open Elective(E&TC Elective 2) MVEL512 Open Elective(E&TC Elective 3) 

�
�
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Scheme of Examination for M. Tech. 
Branch-Computer Engineering 

Semester-III 

Subject code Name of the course  

Teaching scheme    
(Weekly Load in 

Hrs.) 

C
re

di
ts

 

Evaluation Scheme 

E
S

E
 D

ur
at

io
n 

(H
rs

.)
 

Theory 
 Practical 

T
ot

al
 

Le
ct

ur
e 

T
ut

or
ia

l 

P
ra

ct
ic

al
 

T
ot

al
 

TAE 
20 % 

CAE 
20% 

ESE 
60% 

TW 
(Cont. 
Ass 

OR 
(Cont. 
Ass. 

+Exter
nal 

MCEP601 Technical course- 
LaTeX 

- - 6 6 3 - - - 50 - 
 50 - 

MCEP602 
Seminar I 

- - 4 4 4 - - - 50 50 100 - 

MCEP603 
Dissertations Phase -I - - 8 8 8 - - - 50 100 150 - 

  
Total - - 18 18 15 - - - 150 150 300 - 

Scheme of Examination for M. Tech 
Branch-Computer Engineering 

Semester-IV 

Subject code  Name of the course  

Teaching scheme    
(Weekly Load in 

Hrs.) 

C
re

di
ts

 

Evaluation Scheme 

E
S

E
 D

ur
at

io
n 

(H
rs

.)
 

Theory Practical 

T
ot

al
 

Le
ct

ur
e 

T
ut

or
ia

l 

P
ra

ct
ic

al
 

T
ot

al
 

TAE 
20 % 

CAE 
20% 

 
TW 

(Cont
. Ass  

OR 
(Cont. 
Ass. 

+Exter
nal 

ESE 
60% 

MCEP604 Seminar II - - 4 4 4 - - - 50 50 100 - 

MCEP605 Dissertation 
Phase -II 

- - 16 16 16 - - - 100 100 200 - 

  Total - - 20 20 20 - - - 150 150 300 - 
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MCEL501- Applied Algorithms  

Teaching Scheme:  

Lectures: 4Hrs/Week 

Tutorials:  Hrs./Week 

Practical:  Nil 

Examination Scheme  (Theory)  

Teacher Assessment Exam : 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): Nil 

External(OR) : Nil 

External(PR) : Nil 

Credit   4 

Prerequisite(If any):  

1. Data structure 

Course Objective:  

1. This course covers selected topics in algorithms that have found applications in areas such as 

geometric modeling, graphics, computer animation, etc. 

2. The course objective is to teach problem formulation and problem solving skills. 

3. The course aims at keeping a sound balance between programming and analytical problem solving. 

Course Outcome:  

1. To develop problem formulation and problem solving skills.   

2. To understand fundamentals of algorithm.     

3. To solve problems for Linear Programing. 

4. To understand analysis of algorithm  

5. Able to understand computing algorithm 

6. Able to understand and design geometric & approximation algorithm 

Course Contents  Hrs.  

Unit – I : Analysis of Algorithms  8 

Review of algorithmic strategies, Asymptotic analysis: upper and lower complexity bounds. 

Identifying differences among best, average and worst Case Behaviors. Big O, little O, omega and 

theta notations, Standard complexity classes. Empirical measurements of performance. Time and 

space trade-offs in algorithms. Analyzing recursive algorithms using recurrence relations. 

Unit – II : Fundame ntal Computing Algorithms  8 

Numerical algorithms, Sequential and binary search algorithms. Quadratic sorting algorithms and O 

(n log n) sorting algorithms. Algorithms on graphs and their complexities using Greedy Approach for -

-- Prim’s and Kruskal’s Algorithm for minimum spanning tree, Single source shortest path Algorithm, 

all pair shortest paths in Graph. 

Unit – III : Approximation Algorithms  8 

Introduction, Absolute approximation, Epsilon approximation, Polynomial time Approximation 

schemes, probabilistically good algorithms. 



�%�
�

Unit – IV : Geometric Algorithms  8 

Prerequisites – Basic properties of line, intersection of line, line segment, polygon, etc. Line segment 

properties, detaining segment intersection in time complexity (n log n),Convex Hull problem – 

formulation, solving by Graham scan algorithm, Jarvis march algorithm; closest pair of points – 

problem formulation, solving by divide & conquer method. 

Unit – V : Linear Programming  8 

Standard and Slack forms, formulation of problems as linear programs, simplex algorithm, duality, 

initial basic feasible solution. Problem formulation for – single source shortest path, maximum flow 

problem, Vertex cover problem, Knapsack problem. 

Unit – VI : Probability Based Analysis  8 

Expectations: Introduction, Moments, Expectations of functions of more than one random variable, 

transform methods, moments and transforms of distributions, computation of mean time to failure, 

inequalities and limit theorems. 

 
 
 

 
 
 
 
 

Text Books:  

     1. Horowitz and Sahani, "Fundamentals of Computer Algorithms", 2ND Edition. University Press, ISBN:   

978    81 7371 6126, 81 7371 61262 

     2. Gilles Brassard and Paul Bartley, "Fundamental of Algorithmics", PHI, New Delhi. 

     3. Algorithms, Kenneth Berman and Jerome Paul, Cenage Learning  ISBN-13 978-81-315-0521-2 

Reference Books:   

1. Kishore S. Trivedi, “Probability & Statistics with Reliability, Queing, and Computer  Science 

Applications” PHI 

2. `Cormen, Leiserson, Rivest,Stein , “Introduction To Algorithms”, Third Edition, PHI 

3. Bressard, “Fundamentals of Algorithms”, PHI 

4. Horowitz, Sahni, “Fundamentals of Computer Algorithm”, Galgotia 

5. S. Baase, S and A. Van Gelder, "Computer Algorithms: Introduction to Design and  Analysis", 3rd 

edition. Addison Wesley,2000 

6. Aho, Hopcraft, Ullman, “The Design and Analysis of Computer Algorithms”, Addison Wesley 

7. Knuth, “Art of Programming”, Addison Wesley 

8. C Papadimitriou and K Steiglitz, “Combinatorial Optimization”, PHI 
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MCEL502 - Advanced Computer Architecture  

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  Hrs. 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment  Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 

Prerequisite (If any):   

1. Microprocessor Architecture 

2. Distributed System 

Course Objective:  

1. To learn concept of parallel processor working. 

2. To understand concept of hardware parallel pipeline. 

3. To study Parallel programming and program development environments 

Course Outcome:  

1. To understand concept of parallel processing. 

2. To study the concept of pipeline concepts. 

3. To understand parallel programming and program development environments. 

4. To understand the concept of architecture & computing model 

5. To study and understand  the concept of hardware parallelism 

6. To study the concept of advanced computing architecture 

Course Contents  Hrs.  

Unit – I :Introduction to architectures  and Computing Models  6 

Evolution in processor development, Generic computer architecture, Data representation, Instruction 

sets, data path and control, memory management, Buses and peripherals, Networking and 

communication, Multiprocessor and multicomputer, multi vector and SIMD systems, PRAM and 

VLSI models, network properties, conditions for parallelisms, partitioning and scheduling, program 

flow mechanisms, system interconnect architectures 

Unit – II : Performance metrics  6 

Metrics and measures for parallel programs, Speedup performance laws, scalability analysis 

approaches, Amdahl’s law, limitation, Benchmark, SIMD, MIMD Performance. 

Unit – III : Hardware parallelism  6 

Processor and memory hierarchy- Advanced processor technology, superscalar and vector 

processors, memory hierarchy, virtual memory, shared memory organizations, bus systems, 

consistency on shared data, Pipelining- Linear and non linear pipelines, Instruction pipelines, 
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instruction and arithmetic pipeline design 

Unit  – IV : Parallel and Scalable architectures  6 

Multiprocessor and system interconnects, cache coherence and synchronization mechanisms, 

multicomputer generations, message passing paradigms, Multi vector architecture principles of 

vector processing,   multiprocessors, compound vector processing, SIMD organization, MIMD 

organization, multithread and dataflow architectures: Multithreading, fine grained multi computers, 

dataflow and hybrid architectures, Single Program-Multiple Data(SPMD), Multiple Program, Multiple 

Data(MPMD), Case study of non-coherent multiprogramming in PRAM 

Unit – V: Parallel programming and program development enviro nments  6 

Parallel programming models, parallel languages and compilers, dependence analysis and of data 

arrays, code optimization and scheduling, loop parallelism and pipelining, Parallel programming 

environments, synchronization and multiprocessing modes, shared variable programs, message 

passing programs, mapping programs on multi-computers. Operating system support for parallel 

program execution, processes and threads, parallel programming languages-C-Linda, Fortran-90, 

Programming with MPI. Introduction to map reduce. 

Unit – VI : Advanced Computing Architectures  6 

Quantum Computing, Bio/Molecular Computing, Grid Computing, Neuro Computing, Cloud 

Computing, Introduction to GPU parallel architecture. 

 

Text Books:  

1. High Performance Computer Architectures by Harrold Stone 

2. Computer Architecture: A Quantitative Approach, John L Hennessy, David a Patterns, 4th Edition, 

3. Kai Hwang, "Advanced Computer Architecture: Parallelism, Scalability, Programmability", 
McGraw Hill 1993 

4. David Culler Jaswinder Pal Singh, "Parallel Computer Architecture: A hardware/Software 
Approach", Morgan Kaufmann,1999. 

5. David A. Bader (Ed.), Petascale Computing: Algorithms and Applications, 
Chapman & Hall/CRC Computational Science Series, c 2007 
Reference Books:  

1. Computer Architecture and Organization, Miles Murdocca , Vincent Heuring- Wiley Publication 

2. Advanced Computer Architecture, Kai Hwang and Naresh Jotwani, Mc. Graw. Hill Publication 

3. Kai Hwang,, "Scalable Parallel Computing", McGraw Hill 1998. 

4. George S. Almasi and Alan Gottlieb, "Highly Parallel Computing", The Benjamin and 
Cummings Pub. Co., Inc 

5. Ananth Grama, Anshul Gupta, George Karypis, and Vipin Kumar, "Introduction to 
Parallel Computing", 2nd edition, Addison-Welsey, c 2003 

6. Hubert Nguyen, GPU Gems 3 - by (Chapter 29 to Chapter 41) 
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MCEL503- Research Methodology  

Teaching Scheme:  

Lectures:  2 Hrs./Week 

Tutorials:  -- Hrs./Week 

Practical:  -- Hrs./Week 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): --- Marks 

External(OR) :--- Marks 

External(PR) :--- Marks 

Credit    2 

Prerequisite (If any):  - 

Course Objective:  

1. To understand concept of research and its different method 

2. How to write research synopsis. 

3. How to write research report. 

4. How to write research proposals. 

Course Outcome: Student should be able to  

1. Understand research concept and different method used. 

2. Write research synopsis or proposal. 

3. Apply research design methods in dissertation. 

4. Apply different tools and techniques for research findings. 

5. Learn and apply different data processing techniques 

6. Understand and make good dissertation report 

Course Contents  24 Hrs.  

Unit – I : Understand the research process  4 

Evolution of research methodology; Meaning, nature, scope, and significance of research; 
Research paradigm; Objectives of research, Motivation for research; Postulates underlying 
scientific investigations; Types of research; Research process and workflow; Principles of 
ethics, ethical considerations in research; Intellectual Property Rights (IPR) 

 

Unit – II : Problem identification and hypothesis formulation  4 

Selecting an area for research; Problem identification; Literature search; “Understanding” 
reported research; Fitting the pieces; Ascertaining current state of knowledge; Sources of 
information; Recording literature search findings; Defining the problem; Hypothesis formulation 

 

Unit – III : Research design  4 

Type of research designs, pitfalls and advantages; Research approaches; Principles of 
experimental design; Design of experiments; Characteristics of good research design; 
Universe, population, and sample; Sampling concepts, principles, and techniques; Sample 
design (random, pseudo random, cluster, stratified, multi-stage); Sampling considerations (size, 
design, selection, measurements); Measures, Measurements, Metrics, and Indicators; 
Measurement scales and direct measurements 

 

Unit – IV : Methods, tools, and techniques  4 

Data collection techniques (observation, interviewing, questionnaires, web-based, group 
techniques, experimentation, surveys); Sources of errors; Reliability and validity; Probability 
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theory and theoretical distributions; Parametric statistics, Simple linear models (ANOVA, 
correlation and Regression, ANACOVA), Multivariate analysis, Step-wise regression; 
Nonparametric statistics, Sign test, Paired ranking test, Pearson Correlation, Man-Whitney U 
Test, Chi-square test 
Unit – V: Data processing and Data analysis  4 

Primary and secondary data; coding and summarization of data, quantification of qualitative 
data (content analysis); Computation of indirect metrics; Role of descriptive statistics; Measures 
of central tendency, dispersion, skewness, kurtosis; plots and correlations; Inferential statistics  
hypothesis testing, Type I and Type II errors, Power of tests  

 

Unit – VI : Reporting research  4 

Dissemination of research findings; Reporting and interpretation of results; cautions in 
interpretations, Type of reports, Typical report outlines, use of diagrams, tables, and charts; 
Optimization and optimization methods 

 

Text Books:  

1. Kothari C.R., Research Methodology (2 nd Ed.), New Age International, (2004); ISBN(13): 978-81-
224-1522-3 

2. Kumar, Ranjit, Research Methodology (3 rd Ed); Sage Publications, 2011; IBSN: 978-1-8492-
0301-2 

3. Berkman, Elliot T., A Conceptual Guide to Statistics Using SPSS, Sage Publications, 2011; ISBN: 
978-1-4129-7406-6 

Reference Books:  

1. Statistical Methods for Research Workers by Fisher R. A., Cosmo Publications, New Delhi 
ISBN:81-307-0128-6 

2. Donald R. Cooper, Pamela S. Schindler, Business Research Methods, 8/e, Tata McGraw - Hill Co. 
Ltd., 2006.  
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MCEL504 - High Performance Databases  

Teaching Scheme:  

Lectures: 

3Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): Nil 

External(OR) : Nil 

External(PR) : Nil 

Credit   3 

Prerequisite (If any):   

1. Database Management System 

2. Advanced Database 

Course Objective:  

1. To Study of the physical database design. 

2. To understand and design transaction processing.  

3. To study distributed databases 

4. To study structured and semi structured data. 

Course Outcome:  

1. To understand and design physical databases. 

2. To learn distributed database concepts 

3. To understand transaction processing  concepts 

4. To learn design and analysis of structure query and semi structure query. 

5. To study Advance Transaction Processing 

6. To learn Semi-Structured Data and XML 

Course Contents  Hrs.  

Unit – I : Physical database design & Tuning  6 

Database workloads, physical design and tuning decisions, Need for Tuning Index selection: 

Guideline for index selection, Clustering & Indexing Tools for index selection Database Tuning: 

Tuning indexes, Tuning Conceptual schema Tuning Queries &views, Impact of Concurrency, 

Benchmarking 

Unit – II : Distributed Databases  6 

Introduction, Design Framework, Design of database fragmentation, The Allocation of Fragments, 

Translation of global queries to fragment queries, Optimization of access queries, Distributed 

Transaction Management, Concurrency Control, Reliability. 

Unit – III : Advance Transa ction Processing  6 

Transaction Processing Monitors, Transactional Workflow, Real time transaction System, Long 

duration Transactions, Transaction Management in Multi-databases, Distributed Transaction 
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Management, Main Memory Databases, and Advanced Transaction Models. 

Unit – IV : Semi-Structured Data and XML  6 

Semi-Structured Data, Introduction to XML, XML hierarchical Model, DTD & XML schema, XML 

Namespace, XML query & Transformation: Xpath, XSLT, XQuery, Storage of XML data, XML 

Technologies : DOM &SAX Interfaces X pointer, Xlink, XHTML, SOAP, WSDL,UDDI,XML database 

Application. 

Unit – V : Emerging Trends in Databases  6 

Introduction, Motivation, Temporal databases, Spatial & geographic databases, Multimedia 

Databases, Mobility & personal Databases. 

Unit – VI : Advanced Application Development  6 

Performance Tuning, Performance Benchmarks, Standardization, E-Commerce, Legacy Systems, 

Large-scale Data Management with HADOOP, Semi structured database COUCHDB: Introduction, 

Architecture and principles, features. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Text Books:  

1. Database system Concept by Silberschatz And Korth 6th Edition 

2. Distributed Databases principles & systems by Stefano Ceri, Giuseppe Pelagatti 

3. Web Data Management, Abiteboul, Loana, Philippe Et. Al Cambridge publication 

4. Database system, Thomas Connolly, Carolyn Begg, Pearson 4th Edition  

Reference Books:  

      1. “Structured Query Language”, BPB Publication. 

      2. Web Data Management, Abiteboul, Loana, Philippe Et. al Cambridge publication 

      3. Database Systems, Thomas Connolly, Carolyn Begg, Pearson 4th Edition 

      4. Database Management Systems by Raghu Ramakrishnan and Johannes Gehrke 
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MCEL505A:   Information Retrieval  And Web Mining  

Teaching Scheme:  

Lectures:  3Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 

Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:  60 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite (If any):   

1. Knowledge of web. 

Course Objective:  

1. Understand  various models for information retrieval 

2. Learn  web mining  types  

Course Outcome:  

1. Able to understand models in IR in application 

2. Able to implement client and server web sites. 

3. To understand concepts of web mining 

4. To understand concepts of performance metrics 

5. To understand concepts of semantic web 

6. To understand concepts of information retrieval models 

Course Contents  Hrs 

Unit – I :Information Retrieval  Basics  6 

Goals and history of IR. The impact of the web on IR. Components of an IR system, Boolean and 
vector-space retrieval models; ranked retrieval; text-similarity metrics; TF-IDF, (term 
frequency/inverse document frequency) weighting; cosine similarity. Simple tokenizing, stop-word 
removal, and stemming; inverted indices, Index Construction and compression. 
Unit – II :Information Retrieval Models  6 

Probabilistic Information Retrieval, Language Modeling for Information Retrieval, Adhoc Retrieval, 
Latent Semantic Indexing, Relevance feedback, Pseudo relevance feedback, Query expansion, 
Query languages, POS tagging. 
Unit – III :Web Mining  6 

Web Structure, content and usage mining, Web Crawling, Indexes, Search engines; spidering; 
metacrawlers; directed spidering; link analysis (e.g. hubs and authorities, Google PageRank), 
Information Extraction, spam filtering, XML retrieval. 
Unit – IV : Performance metrics  6 

Recall, precision, and F-measure; Evaluations on benchmark text collections, TREC Tracks. 
Social Networks: Social Web, Blogs, Wikis, Forums, Social Network analysis, Recommender 
systems, Information Filtering, Collaborative filtering and content-based recommendation of 
documents and products. 
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Unit – V : Semantic web  6 

Web 3.0, Ontology, OWL, RDF Schema, ontology learning, Knowledge representation, 
management and extraction, Multimedia Retrieval, Content based Image retrieval, Pattern 
Matching and classification for IR. 
Unit – VI :Specific topics in IR and Web Mining  6 

Focused Retrieval, Transfer Learning, Learning to Rank, Personalization, Behavioral Targeting, 
Cross Language IR, Digital Libraries, Bibliographic systems, Patent Search, E-learning, Security 
Issues, Political and ethical issues. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Text Books:  

1. Yates &Neto, "Modern Information Retrieval", Pearson Education, ISBN 81-297-0274-6 (2011). 
2. Christopher D. Manning, PrabhakarRaghavan, HinrichSchütze , “Introduction to Information 

Retrieval” (available online at http://nlp.stanford.edu/IR-book/) 
3. Chakrabarti, S., Mining the Web, Morgan Kaufmann (An Imprint of Elsevier) 2005. 

Reference Books:  

1. C.J. Rijsbergen, "Information Retrieval", http: www.dcs.gla.ac.uk/Keith/Preface.html) 

2. Grossman, D. A. and Frieder, O., Information Retrieval: Algorithms and Heuristics. Kluwer 1998. 

3. Search Engines: Information Retrieval in Practice by Bruce Croft, Donald Metzler, and Trevor 

Strohman, Addison-Wesley, 2009. 

4. Information Retrieval: Implementing and Evaluating Search Engines by S. Buttcher, C. Clarke and 

G.Cormack, MIT Press, 2010. 

5. Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data by B. Liu, Springer, Second 

Edition, 2011 
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MCEL505B: Distributed Computing  

Teaching Scheme:  

Lectures:  3 Hrs./Week 

Tutorials:  Hrs./Week 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 Marks 

Class Assessment  Examination :  20 Marks 

End Sem. Examination:-6 0 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Course Objective:  

1. To understand and correlate the distributed system concepts for designing of the distributed 

application. 

2. To understand the Role of Distributed operating system in Distributed application design. 

3. To expose the students to design the internet application as Distributed System Application  

Course Outcome:  

1. Able to design network for an application 

2. Able to work on various Name Services 

3. Able to solve issue of deadlock in distributed systems  

4. Able to design distributed File System 

5. Able to build distributed systems using various techniques for tolerating partial failures 

6. Able to develop/design distributed system/applications for an enterprise using SOA  
 

Course Contents  Hrs.  

Unit – I : Distributed System Design and Models  6 

Introduction – Examples of Distributed Systems – Resource Sharing and the Web – Challenges- 
System Models - Physical Models – Architectural Models – Fundamental Models- Characterization 
of Distributed Systems – Client-Server Communication – Distributed Objects and Remote 
Invocation – Communication Between Distributed Objects – Remote Procedure Call – Events and 
Notifications 
Unit – II : Naming and Name services  6 

Naming and Name services , Time and Global State Management :Introduction – Issues – 
Communication Primitives – Inherent Limitations - Lamport’s Logical Clock; Vector Clock; Causal 
Ordering; Global State; Cuts; Termination Detection. Transactions and Concurrency control, 
Distributed Transactions 

Unit – III :Modeling Networks  6 

Distributed Mutual Exclusion: Non-Token Based Algorithms, Lamport’s Algorithm, Ricart-Agrawala 
algorithm, Singhal’s dynamic information-structure algorithm, Lodha and Kshem kalyani’s fair 
mutual exclusion algorithm, Quorum-based mutual exclusion algorithms, Maekawa’s algorithm, 
Agarwal–El Abbadi quorum-based algorithm, Token-Based Algorithms, Suzuki-Kasami’s Broadcast 
Algorithm, Raymond’s tree-based algorithm – Distributed Deadlock Detection – Issues – Centralized 
Deadlock-Detection Algorithms – Distributed Deadlock-Detection Algorithms. Agreement Protocols 
– Classification - Solutions – Applications. 
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Unit – IV :Distributed File System  6 

Distributed File systems – Architecture – Mechanisms – Design Issues Distributed Shared Memory 
– Architecture – Algorithm – Protocols - Design Issues. Distributed Scheduling – Issues – 
Components – Algorithms. Distributed Transactions 
Unit – V :Recovery and Fault Tolerance Mechanism  6 

Failure recovery and Fault Tolerance, classification of failures. Backward and forward error 
recovery, Basic approaches of backward error recovery, recovery in concurrent systems, consistent 
set of checkpoints, synchronous check pointing and recovery, asynchronous check pointing and 
recovery. Atomic actions and committing, commit protocols, non-blocking commit protocols, Voting 
protocols, Dynamic vote re-assignment protocols, failure resistant processor, Reliable 
communication. Distributed Multimedia systems, Mobile and Ubiquitous computing 
Unit – VI :Advanced topics in computer networks  6 

Internet-enabled Distributed Computing Technologies Application Server architectures: JEE 
Extensions of the Java Distributed Object model and the DCOM component-based architectures 
Web Services: WSDL, UDDI, SOAP, XML http-based RPC combined with standards for interface 
definition and naming. Discussion and application of select API’s from the API layer of the JEE 
architecture to illustrate distributed transactions, middleware access protocols (MQ Series API), and 
Messaging services (JMS). 

Text Books:  

1. George Coulouris, Jean Dellimore and Tim KIndberg, “Distributed Systems Concepts and Design”, 
5th Edition, Pearson Education 

 
2. Ajay D. Kshem kalyani and Mukesh Singhal, “ Distributed Computing – Principles, Algorithms and 

Systems”, Cambridge University Press, 2008. 

3. Pradeep K. Sinha, Distributed Operating Systems, PHI, 2005. 

Reference Books:  

1. Nancy A. Lynch, Distributed Algorithms, Morgan Kaufmann Publishers, 2000 
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MCEL505C - Real Time Operating Systems  

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 

Prerequisite (If any):   

Operating Systems  

Course Objective:  

1. To understand the structure of RTOS 

2. To study real time scheduling and communication. 

Course Outcome:  

1. To learn fundamentals of RTOS 

2. To study implementation aspects of real time concepts. 

3. To study applications of RTOS. 

4. To learn Scheduling in RTOS 

5. To study different Real Time Operating Systems 

6. To learn case studies related to RTOS 

Course Contents  Hrs.  

Unit – I : Programming Fundamentals of RTOS  6 

Tasks and Task states – Semaphores – Shared data – Message queues, Mail boxes and pipes – 
Memory management – Interrupt routines – Encapsulating semaphore and queues. 
Unit – II : RTOS  Fundamentals  6 

Task management – Dual role of time – Intertask communication – Process input/output. RT Linux 
– device drivers – Real time library of Keil IDE - RTOS Porting to a Target. 
Unit – III : Real Time Scheduling  6 

Schedulability problem: classification, schedulability test, worst case execution time (WCET) - 
static scheduling: - dynamic scheduling: dependent tasks, independent tasks. 
Unit – IV : Real-Time Operating Systems  6 

VX works - uCOS – POSIX standards - 3. To study example RTOSs and applications. 
Unit – V : RTOS Application Domains  6 

Comparison and study of RTOS: Vxworks and µCOS – Case studies: RTOS for Image Processing 
– Embedded RTOS for voice over IP – RTOS for fault Tolerant Applications – RTOS for Control 
Systems 
Unit – VI : Case Studies  6 

Case studies : Free-RTOS architecture - Embedded RTOS for voice over IP– RTOS for fault 
Tolerant Applications – RTOS for Control Systems.  11 EST-2013 SRM(E&T) 
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Text Books:  

  1. Hermann Kopetz, ”Real–Time systems – Design Principles for distributed Embedded 

Applications”, Second Edition, Springer 2011. 

  2. C.M.Krishna and G.Shin, “Real Time Systems,” McGraw-Hill International Edition, 1997. 

  3. Real time System,  Jane W. S. Liu, Pearson edition 
Reference Books:  

 1. Doug Abbott, “Linux for embedded and real time applications”, Elsevier Science, 2003. 

 2 .”Getting started with RT-Linux”, FSM Labs., Inc. 

 3. Keil Real Time library documentation 
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MVEL505- Open Elective form E&TC dept.(Elective -I) 

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

 End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 

Course Objective:  To acquired knowledge of new sub ject  
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MCEL506A: Data Mining And Machine Learning  

Teaching Scheme:  

Lectures:  3 Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 

Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:  60 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite (If any):  

1.  Basic of Database Management System 

Course Objective:  

1. This course introduces principles, concepts, of machine learning functions and uses of data mining.  

2. This course has various functions and uses of algorithms in data mining. 

3. This course also provides carrier opportunities in data mining tools and research oriented 

techniques. 

Course Outcome:  

1. To know the basic concept of machine learning.  

2. To understand concepts of data mining and association.  

3. To use concepts of classical algorithms on various dataset.  

4. To use algorithms of clustering in data mining application. 

5. To understand working of world wide web and text mining application 

6. To study different research based application in the fields of data mining. 

Course Contents  Hrs 

Unit – Introduction to  Machine Learning  5 
Machine Learning - Machine Learning Foundations, Overview, Types of Machine Learning – 

Supervised Learning, Unsupervised Learning, Active and Passive Learning, Online and Batch 

Learning, Reinforcement Learning ,Examples of Machine Learning and Applications. 

Unit – II : Data Mining and Data Association  6 

Data mining concepts, need, kinds of pattern and technologies, issues in mining, KDD vs data 

mining, OLAP vs OLTP, data pre-processing -cleaning, integration, reduction, transformation and 

discretization, Market Basket Analysis, Frequent item set,  Association Rules, mining multilevel 

association rules, constraint based association rule mining, Apriori Algorithm, FP Growth Algorithm. 

Unit – III : Classification and Prediction  7 

Introduction, classification requirements, decision trees- attribute selection methods, ID3, scalable 

decision tree techniques, rule extraction from decision tree, tree pruning, Bayes classification:  Bayes 
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theorem, Naive Bayes classification, SVM, KNN approach with Case study. Regression models 

Unit – IV : Clustering  6 

Cluster analysis, distance measures, data types used in clustering, partitioning methods: k-means, k-

medoids, hierarchical Methods: agglomerative and divisive, density-based methods: DBSCAN, 

outlier analysis. 

Unit – V :Text Mining and Web Mining  6 

Text mining: Text Data Analysis and Information Retrieval, Dimensionality Reduction for Text, 

Feature vector, Bag of words, Tf-idf, Text Mining Approaches, Web mining: Introduction, web content 

mining, web usage mining, web structure mining, web crawlers. 

Unit – VI : Application and Trends in Data Mining  6 

How to Choose a Data Mining System ,Examples of Commercial Data Mining Systems, Ubiquitous 

and Invisible Data Mining , Data Mining : Privacy, and Data Security, Data Mining and Collaborative 

Filtering, Social Network Analysis, Graph Mining, Data Mining for Biological Data Analysis, Data 

Mining for the Telecommunication Industry. 

 

 

 

 

 

 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. ‘”Data Mining Concepts and Techniques” ,Han and Kamber, Morgan Kaufmann  

2. “Introduction To Machine Learning” by  Ethem Alpaydin © The MIT Press,  2014 , 3RD Edition  

http://www.cmpe.boun.edu.tr/~ethem/i2ml3e/3e_v1-0/i2ml3e-chap1.pdf 

3. “ Understanding Machine Learning : From Theory to algorithms”,  by Shai Shalev-Shwartz and Shai 

Ben-David  Published 2014 by Cambridge University Press  

Reference Books:  

1. Margaret Dunham, “Data Mining: Concepts and Techniques”, Morgan Kaufmann Pub. 

2. Alex Berson, S.J. Smith, “Data Warehousing, Data Mining and OLAP”, Tata McGraw Hill  
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MCEL506B: Grid Computing  

Teaching Scheme:  

Lectures:  3 Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:  60 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite (If any):   

1. Basics of Networking 

Course Objective:  

1. To understand  Grid Computing  infrastructure, monitoring system 

2. To understand Grid security and grid data management 

3. To understand Grid middleware and its tool kits 

Course Outcome:  

1. To get an overview about system infrastructure of grid, current architecture, services and 
instantiations of the Grid. 

2. To learn about various grid monitoring  systems & tools 
3. To learn about security issues and working of scheduling paradigms in grids. 

4. To cover important network security tools and applications 
5. To learn about various available grid middleware. 
6. To understand grid tool kits functionalities. 

Course Contents  Hrs 

Unit – I : Introduction To Grid Computing  6 

Introduction - Parallel and Distributed Computing - Cluster Computing - Grid Computing - Anatomy 
and Physiology of Grid - Review of Web Services – OGSA – WSRF 
Unit – II : Grid Monitoring   6 

Grid Monitoring Architecture (GMA) - An Overview of Grid Monitoring Systems- Grid ICE – JAMM – 
MDS - Network Weather Service - R-GMA - Other Monitoring Systems - Ganglia and GridMon 
Unit – III : Grid Security And Resource Management  6 

Grid Security - A Brief Security Primer - PKI-X509 Certificates - Grid Security - Grid Scheduling and 
Resource Management - Scheduling Paradigms - Working principles of Scheduling - A Review of 
Condor, SGE, PBS and LSF - Grid Scheduling with QoS. 
Unit – IV : Data Management And Grid Portals  6 

Data Management- Categories and Origins of Structured Data - Data Management Challenges-
Architectural Approaches - Collective Data Management Services - Federation Services - Grid 
Portals - First-Generation Grid Portals - Second-Generation Grid Portals 
Unit – V : Grid Middleware  6 

List of globally available Middleware - Case Studies - Recent version of Globus Toolkit and gLite - 
Architecture, Components and Features. 
Unit – VI : Grid Computing Tool Kit  6 

Globus Toolkit –Versions –Architecture –GT Programming model –A sample grid service 
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implementation. 
 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. Maozhen Li, Mark Baker, The Grid Core Technologies, John Wiley & Sons , 2005. 

2. Joshy Joseph & Craig Fellenstein, “Grid Computing”, Pearson Education 2004. 

3.  Ahmar Abbas, “Grid Computing: A Practical Guide to Technology and Applications”,  Charles 
River media, 2003 

Reference Books:  
1. Ian Foster & Carl Kesselman, “The Grid 2 – Blueprint for a New Computing Infrastructure” , 

Morgan  Kaufman – 2004 

2. Vladimir Silva—Grid Computing for Developers, Dreamtech Press, 2006. 

3. "�,����
��� �>Grid Computing: A Research Monograph Paperback ‘�?�/�5����0
���-�����
����66!�  
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MCEL506C - Advanced Compiler Design  

Teaching Scheme:  

Lectures: 3 Hrs./Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: 60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit   3 

Prerequisite :   

1. Principles of Compiler Design 

2. Theory of Computation 

3. Data Structures 

Course Objective:  

1. To understand attribute grammars  

2. To study and design parallel programming. 

3. To study concepts in assembling, parsing and compiling into target code for execution. 
4. To understand systems and methods of compilation. 
5. To introduce basic tools for compiler writing and expose the latest techniques and advances in 

compiler. 
6. To get exposed to concurrent, embedded and distributed compilation tools and techniques. 

Course Outcome:  

1. To understand concepts of Compiler architecture 
2. To be able to write attribute grammars 
3. To be able to understand concepts of Intermediate Code Generation 
4. To be able to write code generation of any complex parsers. 
5. To learn concepts of Functional & Logic Programs 

6. To be able to know parallel programming models 

Course Contents  Hrs 

Unit I. Introduction  6 

Notation and Concepts for Languages and Grammars, Traditional compilers, structure of 

compiler, architecture, properties, portability and re-targetability, optimization, grammars, 

Closure algorithms, abstract syntax tree: lexical structure, syntax. 

Unit II. Attribute grammars  6 

Dependency graphs, attribute evaluation, cycle handling, attribute allocation, multi-visit attribute 

grammars, types of attribute grammars, L-attribute grammar, S-attributed grammars, 

equivalence of L-attributed and S-attributed grammars, Extended grammar notations and 

attribute grammars, manual methods. 
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Unit III. Intermediate code processing  6 

Interpretation, Code generation, Assembler design issues, linker design issues. Memory 

Management: data allocation with explicit de-allocation, data allocation with implicit dead lock 

allocation, Static, Dynamic and Heap Storage allocation. 

Unit IV. Code generation  6 

Context handling, source language data representations, routines and their activation, Code 

generation for control flow assessment, Code generation for modules. Examples of Parser 

generators, machine-independent Code generation. 

Unit V. Functional & Logic Programs  6 

Offside rules, Lists, List comprehensions, pattern matching, polymorphic typing, referential 

transparency, High-order functions, lazy evaluation, compiling functional languages, 

polymorphic type checking, DE sugaring, Graph reduction, Code generation for functional, core 

programs, Optimizing the functional Core, Advanced graph manipulations The logic 

programming models, implementation model interpretation, unification, implementation model 

compilation, compiled code for unification. 

Unit VI. Parallel programming  6 

Parallel programming models, processes and threads, shared variables, message passing, 

parallel object -oriented languages, Tuple space, automatic parallelization. Case study of simple 

object oriented compiler/interpreter. 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. Compilers: Principles, Techniques, and Tools ("Dragon book") by Alfred V. Aho, Monica S. Lam, 
Ravi Sethi, Jeffrey D. Ullman, 2006 

2. Modern Compiler Design, Dick Grune, Henri E Bal, Jacobs, Langendoen Wiley India Pvt Ltd,   

ISBN: 81-265-0418-8 

3. Compiler Design "Syntactic and Semantic Analysis" by Reinhard Wilhelm, Helmut Seidl and 

Sebastian Hack, 2013 

4. Steven Muchnick,Advanced Compiler Design Implementation, Morgan Kaufmann. 

Reference Books:  

1. The Theory and Practice of Compiler Writing, Trembley Sorenson, MacGrawHill India 

ISBN:0-07-Y66616-4 

2. Advanced Compiler Design and Implementation by Steven Muchnick, 1997 

3. Steven Muchnick,Advanced Compiler Design Implementation, Morgan Kaufmann. 
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MCEL506D- Industry Offered Subject  

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

 End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 

Course Objective:  To acquired knowledge of new subject  

Course Outcome:   

1. To aware about resent trends  

2. To understand & solve concepts of complex problem  

3. To design & analysis of different types of real tim e problem  

4. To aware about research methodology  

5. To aware about communication skill & presentation  

6. To solve problem apply engineering concepts  

Course Contents  Hrs.  

Student should take any advanced and huge deep subj ect and study theoretically and 

practically. Technology certification is must from reputed institute or company. 

36 
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MCEP507: Laboratory Practice -I 

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical:  4-Hr/Week 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination : Nil 

Class Assessment  Examination :  Nil 

End Sem Examination:  Nil 

 

Examination Scheme  

(Laboratory) 

Internal(TW): 50 Marks 

External(OR) : 50 Marks 

External(PR) : Nil 

Credit  2  

Course Objective:  

1. The course objective is to teach problem formulation and problem solving skills. 
��  To understand concept of research and its different methods.�
��  ���������������
���
����������������
 �  ��  understand various models for information retrieval and learn web mining types.�
!�  ���������"
��������"�����
�
��������
�	����

Course Outcome:   

��  Able to implement application of algorithm.�
��  .�������� rite research synopsis. �
��  .�������
�����������
����������
���
��������������� �
 �  Able to understand models in IR in application and semantic Web.�
!�  Able to implement client and server web sites.�
$� .�������
���������������
�
��������
�	��� 	

 
List of Practical (Any Eight Assignment)  4Hrs./week  

1. Implement BFS and DFS algorithm for any application.  

2. Implementation of 0-1 knapsack problem using dynamic programming  

3. Design two journal papers (IEEE Transactions/Elsevier/Springer/ACM) related to 

Information Retrieval   & Web mining 

 

4. Write synopsis for any problem statement using Research methodology steps. Each 

student should do one synopsis. 

 

5. Implement using any open source tool for assignment number 3  

6. Design and implement the distributed architecture for the Hadoop having Name node, 

Tracker node and data nodes (separated by ADSL routers) or such recent technology. 

Prepare architecture diagram and installation document  

 

7. Retrieval of information based on semantic web using DAML and OIL Semantic web 

language 

 

8. Mining information using web crawler and its practical information using java  

9. Implement Apriori algorithm using any open source tool.  

10. Implement Naive Bayes to predict the sex for a person with following parameters: 
Magazine promotion: yes, 
Watch promotion: yes, Life Insurance:No, Credit card Insurance=No, sex=?  
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Following table provides the details of the available data: 
 

magazine 
promotion 

Watch 
promotion 

Life 
Insurance 

Credit card 
Insurance 

Sex 

yes No No No Male 
yes yes yes Yes Female 
No No No No Male 
yes yes yes yes Male 
yes No yes No Female 
No No No No Female 
yes yes yes Yes Male 
No No No No Male 
yes No No No Male 
yes yes yes No Female 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 6�
�

MSDP501: Advanced Skill Development  

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical:  2-Hr/Week 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination : Nil 

Class Assessment  Examination :  Nil 

End Sem Examination:  Nil 

 

Examination Scheme  

(Laboratory) 

Internal(TW): 50 

Marks 

External(OR) : 50 

Marks 

External(PR) : Nil 

Credit  AU  

 
Audit course  

The students must complete any one (A or B) of the following audit course for 20-25 hrs.  
Submit the certificate (B) 
A/B- Project guide/subject teacher is going to evaluate .Mini project /IEEE paper implementation 
A Technical  Course:  B General Proficiency / Foreign Language:  

i Configure the Public Cloud i German  
ii Configure the Private Cloud ii Spanish 
iii Configure the Hadoop iii French 
iv Any Cryptography tool iv Japanese 
v Any Data Mining tool v Chinese 
  vi Skill Development: Presentation Skills 
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SEM-II  
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MCEL508 -Operating System Design  

Teaching Scheme:  

Lectures: 3Hrs./Week 

Tutorials: NIL 

Practical: NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: 60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit  3 

Prerequisite(If any):  

1. Operating System 

Course Objective:  

1. To understand operating system concept. 

2. To study memory I/O management techniques. 

Course Outcome:  

1. To understand operating system concept. 

2. To study memory I/O management techniques. 

3. To learn concepts of Inter process Communication 

4. To learn concepts of memory management 

5. To understand concepts of Resource Management 

6. To understand concepts of process implementation 

Course Contents  Hrs 

Unit – I : Introduction  6 

System levels, Hardware Resources, Resource management, Virtual Computers, The 

Hardware Interface, The CPU, Memory and Addressing, Interrupts, I/O Devices, The Operating 

System Interface, Information and Meta-Information, Naming Operating System Objects, 

Device as Files, The process Concept, Communication between Processes, UNIX-Style 

Process Creation, Standard Input and Standard Output, The User Interface to an Operating 

Design Techniques: Operating Systems and Design, Design Problems, Design Techniques, 

Two Level Implementation, Interface Design, Connection in Protocols, Interactive and 

Programming Interfaces, Decomposition Patterns. 

Unit – II : Implementing Processes  6 

Implementation of a Simple Operating System, Implementation of Processes, System 

Initialization, Process Switching, System Call Interrupt Handling, Program Error Interrupts, Disk 

Driver Subsystem, Implementation of Waiting, Flow of Control Through the Operating System, 

Signalling in an Operating System, Interrupts in the Operating System, Operating Systems as 

Event and Table Managers, Process Implementation, Examples of Process Implementation, 
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Mono-programming, Parallel System. 

Unit – III :Inter process C ommunication Patterns  6 

Patterns of Inter process communication, New message-passing system calls, IPC Patterns, 

Failure of Processes, Processes: Everyday Scheduling, Pre-emptive Scheduling Methods, 

Policy versus Mechanism in Scheduling, Scheduling in Real Operating Systems, Deadlock, Two 

Phase Locking, Starvation, Synchronization, Semaphores, Programming Language Based 

Synchronization Primitives, Message Passing Design Issues  design Techniques:  Indirection, 

Using State Machines, Win Big Then Give Some Back, Separation of Concepts, Reducing a 

Problem to a Special Case, Re-entrant Programs, Using Models for Inspiration, Adding a New 

Facility To a System. 

Unit – IV : Memory Management  6 

Levels of Memory Management, Linking and Loading a Process, Variations in Program 

Loading, The Memory Management Design Problem, Dynamic Memory Allocation, Keeping 

Track of the Blocks, Multiprogramming Issues, Memory Protection, Memory Management 

System Calls, Virtual Memory, Virtual Memory Systems Design Techniques:  Multiplexing, Late 

binding, Static Versus Dynamic, Space-Time Tradeoffs, Simple Analytic Models 

Unit – V : I/O Devices & File Systems  6 

I/O Devices, I/O Systems, The File Abstraction, File Naming, File System Objects and 

Operations, File System Implementation, File Systems Organization  

Design Techniques:  Caching, Optimization and Hints, Hierarchical Names, Naming of Objects, 

Unification of Concepts. 

Unit – VI : Resource Management  6 

Resource management Issues, Types of Resources, Integrated Scheduling, Queuing Models of 

Scheduling, Real-time Operating Systems, Protection of Resources, User Authentication, 

Mechanisms for Protecting Hardware Resources, Representation of Protection Information, 

Mechanisms For Software Protection, The Use of Cryptography in Computer Security, The 

Client Server Model 
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Text  Books:  

1. Charles Crowley, “ Operating System: A Design-Oriented Approach”,  Tata McGrawHill. 

2. William Stallings,” Operating Systems Design and Implementation (3rd Edition) (Prentice Hall 

Software Series) ”,  April 19, 2008 

3. Peter Baer Galvin, Greg Gagne Abraham Silverschatz, “ Operating System Principles (7th 

International Edition)” 2006 

4. William Stallings, “  Operating Systems : Internals and Design Principles”, 2004 

Reference Books:  

1. Abraham Silberschatz, Peter Baer Galvin, and Greg Gagne , “  Operating System Concepts (7th 

Edition ”,  Tata McGrawHill. Dec 14, 2004 

2. Andrew S. Tanenbaum,” Modern Operating Systems (3rd Edition) (GOAL Series)”,  Dec 21, 2007 

3. Abraham Silberschatz, “ Operating System Concepts”,  Mar 2, 2009 

4. Ramez Elmasri, A. Gil Carrick, and David Levine, “ Operating Systems: A Spiral Approach”, Mar 1, 

2009 
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MCEL509- Software Design and Architecture  

Teaching Scheme:  

Lectures: 3 Hrs./Week 

Tutorials: Hrs./Week 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination:  60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit  3 

Prerequisite (If any):  

1. Software Engg. 

Course Objective:  

1. To study software process models. 

2. To design and understand software architecture 

Course Outcome:  

1. To understand different software process models. 

2. To understand object oriented design  

3. To learn concepts of software architecture 

4. To understand concepts of software architecture design 

5. To learn concepts of Architecture type Patterns 

6. To learn concepts of software architecture diagram  

Course Contents  Hrs 

Unit – I : Software Design Process  6 

Role of Software Design: Software design process, nature of design process, design qualities; 

Transferring Design Knowledge: describe design solution, transferring design knowledge, design 

notations, design strategies, 

Unit – II : Object Oriented Design  6 

Creational, Structural, behavioral design patterns, Component based design, Formal Approach to 

design  

Unit – III :Introduction to Software Architecture  6 

What Is Software Architecture? Why Is Software Architecture Important? Quality Attributes, 

Architecture and Requirements, Designing an Architecture, Documenting software Architecture, 

Architecture and Software Product lines 
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Unit – IV : Software Architecture Design  6 

Designing, Describing, and Using Software Architecture, IS2000: The Advanced Imaging 

Solution, Global Analysis, Conceptual Architecture View, Module Architecture View, Styles of 

the Module View type, Execution Architecture View, Code Architecture View. Component-and-

Connector View type, Styles of Component-and-Connector View type, Allocation View type 

and Styles.  

Unit – V :  Archetype Patterns  6 

Archetypes and Archetype Patterns, Model Driven Architecture with Archetype Patterns. 

Literate Modeling, Archetype Pattern. , Customer Relationship Management (CRM) Archetype 

Pattern, Product Archetype Pattern, Quantity Archetype Pattern, Rule Archetype pattern.  

Unit – VI : Software Architectures  6 

Object-Oriented Paradigm, Data Flow Architectures, Data-Centered Software Architecture, 

Hierarchical Architecture, Interaction-Oriented Software Architectures, Distributed 

Architecture, Component-Based Software Architecture, Heterogeneous Architecture, 

Architecture of User Interfaces, Implicit asynchronous communication software architecture.  

Text Books:  

1. Applied Software Architecture ,Christine Hofmeister, Robert Nord, Deli Soni, Addison-Wesley 

Professional; 1st edition (November 4, 1999) ,ISBN-10: 0201325713 , ISBN-

13:9780201325713 

2.  Enterprise Patterns and MDA: Building Better Software with Archetype Patterns and 

UMLJimArlow, IlaNeustadt ,Addison-Wesley Professional, 2004, ISBN-10: 032111230X ISBN-

13: 9780321112309 

3. Kai Qian, Xiang Fu, Lixin Tao, “Software Architecture and Design Illuminated”,  Jones & 

Bartlett Learning, 2009, ISBN 076375420X, 9780763754204 

Reference Books:  

1. David Budgen, “Software Design”, 2nd edition, Pearson Education (LPE) 

2. Software Design:From Programming to Architecture Eric J. Braude ISBN:978-0-471-20459-6 

3. Software Architecture in Practice, 3rd Edition By Len Bass, Paul Clements, Rick Kazman 

Published Sep 25, 2012 by Addison-Wesley Professional 
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MCEL510- Advanced Computer Networks  

Teaching Scheme:  

Lectures: 3Hrs./Wee

k 

Tutorials: Hrs./Week 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

Examination:  60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit   3 

Prerequisite (If any):   

1. Computer Network 

Course Objective:  

1. To study basics of computer network  

2. To learn network design and analysis algorithms 

3. To learn IP and advanced Network Technologies 

Course Outcome:  

1. To understand concepts of computer network. 

2. To analyses and design computer network problems. 

3. To study delay models in data network 

4. To learn network algorithms for designing network 

5. To study concepts of Quality of Service in Networks 

6. To learn Internet Protocol and advanced network technologies 

Course Contents  Hrs. 

Unit – I : Introduction:  6 

Types of Networks. Network design issues. Network design tools, advanced network 

architectures. Reliable data delivery, Routing and forwarding,  resource allocation, Mobility, 

Networked applications, Data in support of network  design, General Principles of Network 

Design, network characteristics. 

Unit – II : Delay Models in Data Networks  6 

Modeling and Performance evaluation. Multiplexing of Traffic on a Communication Link, 

Queuing Models- Little’s Theorem, Probabilistic Form of Little’s Theorem, Application of 

Little’s Theorem, Queuing Systems: M/M/1, M/M/2, M/M/m, M/M/� , M/M/m/m, M/M/m/q, 

M/M/1/N, D/D/1, M/G/1 System, M/G/1 Queues with Vacations, Reservations and Polling, 

Priority Queuing 

Unit – III : Modeling Networks as Graphs, Problems & algor ithms  6 

Multipoint line topology- CMST, Esau-William’s Algorithm, Sharma’s Algorithm, Bin Packing 
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algorithms. Terminal Assignment- Greedy algorithm and exchange algorithms, Concentrator 

location- COM, Add, Drop, Relaxation algorithm. Network of queues, Open, closed and 

semi-open queues, Network node, Kleinrock’s Independent approximation. 

Unit – IV : Quality of Service in Networks  6 

Application and QoS, QoS mechanisms, Queue management Algorithms, Feedback, 

Resource reservations, traffic engineering, Ubiquitous Computing: Applications and 

Requirements, Smart Devices and Services, Smart Mobiles, Cards and Device Networks. 

Unit – V :IPv4 and IPv6  6 

IP packet format, IP routing method, routing using masks, fragmentation of IP packet, IPv6, 

advanced features of IP routers: filtering, IP QoS, NAT, routers 

Unit – VI : Advanced topics in computer networks  6 

Wireless and sensor networks, multimedia networking, content distribution networks, 

computer network simulation, Domain-specific networks, Next generation networks, Cyber 

physical systems. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of 

publication)  

1. Kershenbaum A., “Telecommunication Network Design Algorithms”, Tata McGraw Hill 

2. Behrouz Forouzan, De Anza College “TCP/IP Protocol Suite”, 4th edition, McGraw-Hill 

3. Dimitri P. Bertsekas and Robert G. Gallager, "Data Networks," (2nd edition) Prentice Hall, 
1992 

Reference Books:  

1. Forensic Science, Computers and the Internet, “Digital Evidence and Computer Crime”, 
academic publisher 3rd Edition,2011 

2. Averill M. Law, W. D. Kelton  “Simulation Modeling and analysis”, McgrawHill 3rd edition    © 

2000 
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MCEL511: Cyber Security And Forensic  

Teaching Scheme:  

Lectures: 3 Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme : (Theory)  

Teacher Assessment Examination:  20 Marks 

Class Assessment Examination:  20 Marks 

End Sem Examination:  60 Marks 

Examination 

Scheme 

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) : Nil 

Credit  3  

Prerequisite (If any):  

1. Basic knowledge of Network Security 

Course Objective:  

1. To learn Forensics and use of Computers 

2. To learn Tools used in Computer Forensics and Cyber Applications 

3. To learn programming for Computer Forensics 

Course Outcome:  

���� To develop Computer Forensics Awareness 

���� Ability to use Computer Forensics Tools 

���� Ability to use Computer Forensics Cyber Applications 

���� To understand concepts of basics of computer network  

���� To understand concepts of digital forensic 

���� To understand concepts of crime intrusion 

Course Contents  Hrs 

Unit – I Basics of Computer Networks  6 

Protocols and Standards, OSI Model, TCP/IP Model, Network topology (Physical & 

logical), LAN standards, Ethernet (802.3), Transmission media: Guided transmission media - 

Twisted Pair, Coaxial and Fiber-optic cables, Switching techniques: Circuit switching, Packet 

switching and message switching, Network Hardware Components: Connectors, Repeaters, 

hubs, NICs, Bridges and Switches Motivation for a specialized MAC, Fundamentals of MAC 

protocols, Sensor MAC Case Study (Protocol overview, Periodic listen and sleep operations, 

Schedule selection and coordination, Adaptive listening, Message passing), IEEE 802.15.4 

protocol: Physical, MAC layer, naming and addressing, Assignment of MAC addresses, 

Distributed assignment of locally unique addresses, content based and geographic 

addressing 

Unit – II :Digital Forensics  6 

Foundations of digital Forensics, Language of Computer Crime Investigation, Digital Evidence 
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of Courtroom, Cyber-crime Law: United State Perspective, Indian Perspective, Indian IT Act, 

conductive Digital Investigation, Handling a Digital Crime Scene: Principles, Preservation, 

Modus Operandi, Motive, and Technology. 

Unit – III :Crime Intrusions  6 

Violent Crime and Digital Evidence, Digital Evidence as Alibi, Gender Offenders on the 

Internet, Computer Intrusions. 

Unit – IV :Forensics Science  6 

Cyber stalking, Computer Basics for Digital Investigators, Applying Forensic Science to 

Computers. 

Unit – V :IPR 6 

Digital Evidence on Windows Systems, Digital Evidence on UNIX Systems, Digital 

Evidence on Mobile Devices, Intellectual Property Rights. 

Unit – VI :Forensic Science to Networks  6 

Network Basics for Digital Investigators, Applying Forensic Science to Networks, Digital 

,Evidence on the Internet, Digital Evidence on Physical and Data-Link Layers, Digital, 

Evidence at the Network and Transport Layers, Security and Fraud detection in Mobile and 

wireless networks. 

 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of 

publication)  

1. Digital Evidence& Computer Crime, Eoghan Casey Bs Ma Ac, ELSEVIER-Academic 

Press,Third Edition, ISBN 13 : 978-0123742681, ISBN 10 : 0123742684 

2. Unix and Linux System Administration Handbook, Evi Nemeth, Garth Snyder, et al, Person 

Publication, 

3. Kurose, Ross “Computer Networking a Top Down Approach Featuring the Internet”, 

Pearson; 6thedition (March 5, 2012), ISBN-10: 0132856204,ISBN-13: 978-0132856201 (pdf 

available) 

Reference Books:  

1. Guide to Computer Forensics & Investigation, Bill Nelson, Amelia Phillips, Christopher 

Steuart,Cengage Learning, Fourth Edition, ISBN 13 : 978-1435498839, ISBN 10 : 

1435498836 

2. Ivan Stojmenovic, Handbook of Wireless Networks and Mobile Computing, Wiley India 

StudentEdition, ISBN 978-81-265-0768-9 
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MCEL512A- Business Intelligence and Infrastructure Management  

Teaching Scheme:  

Lectures: 3Hrs./Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination:  60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit   3 

Prerequisite:   

1. Data mining and Data Warehousing 

2. Database Concepts 

Course Objective:  

1. To develop problem solving abilities using Mathematics 

2. To apply algorithmic strategies while solving problems 

3. To study algorithmic examples in distributed, concurrent and parallel environments 

4. Understanding components of modern information storage infrastructure. 

Course Outcome:  

1. To be able to understand role of Business Intelligence  

2. To be able to apply Business Intelligence in Infrastructure Management 

3. To solve problems for multi-core or distributed, concurrent/Parallel environments 

4. To Evaluate storage architecture and understand logical and physical components of a 

storage infrastructure including storage subsystems 

5. To Describe storage networking technologies and data archival solution 

6. To Understand and articulate business continuity solutions including, backup and 

recovery technologies, and local and remote replication solutions 

Course Contents  Hrs 

Unit –I : Concepts with Mathematical treatment  6 

Introduction to data, Information and knowledge, Decision Support System, Theory of 
Operational data and informational data, Introduction to Business Intelligence, Defining BI 
Cycle, BI Environment and Architecture, Identify BI opportunities, Benefits of BI. Role of 
Mathematical model in BI, Factors Responsible for successful BI Project, Obstacle to 
Business Intelligence in an Organization 
Unit – II :  Designing and managing BI systems  6 

Determining infrastructure requirements, planning for scalability and availability, 
managing and maintenance of BI systems, managing BI operations for business continuity 

Unit – III :  BI and Data Mining  Applications  6 

Data analytics, business analytics, ERP and Business Intelligence, BI Applications in CRM, 
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BI Applications in Marketing, BI Applications in Logistics and Production, Role of BI in 
Finance, BI Applications in Banking, BI Applications in Telecommunications, BI Applications 
in Fraud Detection, BI Applications in Retail Industry. 
Unit – IV :  Infrastructure Management Overview  6 

Definitions, Infrastructure management activities, Evolutions of Systems since 1960s 

(Mainframes-to-Midrange-to-PCs-to-Client-server computing-to-New age systems) and their 

management, growth of internet, current business demands and IT systems issues, 

complexity of today's computing environment, Total cost of complexity issues, Value of 

Systems management for business. 

Unit – V : Preparing for Infrastructure Management  6 

Factors to consider in designing IT organizations and IT infrastructure, Determining 

customer's Requirements, Identifying System Components to manage, Exist Processes, 

Data, applications, Tools and their integration, Patterns for IT systems management, 

Introduction to the design process for information systems, Models, Information Technology 

Infrastructure Library (ITIL). 

Unit – VI :Service Management  6 

Service Delivery Processes- Service-level management, financial management and costing, 

IT services continuity management, Capacity management, Availability management. 

Service Support Processes- Configuration Management, Service desk. Incident 

management. Problem management, Change management, Release management 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of 

publication)  

1. R. Sharda, D. Delen, & E. Turban, Business Intelligence and Analytics. Systems for Decision 
Support,10th Edition. Pearson/Prentice Hall, 2015. ISBN-13: 978-0-13-305090-5, ISBN-10: 0-13-
305090-4 
2.Business Process Automation, Sanjay Mohapatra, PHI. 

3. Jan Van Bon, “Foundations of IT Service Management: based on ITIL”, Van Haren Publishing, 

2nd edition 2005 

4.Business Intelligence and Data Mining, Anil Maheshwari, Business Expert Press ISBN: 
9781631571206 
Reference Books:  

1.Introduction to business Intelligence and data warehousing, IBM, PHI. 

2. Ken W. Collier,Agile Analytics: Avalue driven Approach to Business Intelligence and Data 
Warehousing, Pearson Education,2012, ISBN-13 978 8131786826 

3. EMC Educational Services, Information Storage and Management, Wiley India,. 

4.Robert Spalding, “Storage Networks: The Complete Reference“, Tata McGraw Hill, Osborne,2003. 
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MCEL512B: Mobile Computing  

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials: Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination : 20 Marks 

Class Assessment  Examination : 20 Marks 

End Sem Examination: 60 Marks 

 

Examination 

Scheme: 

(Laboratory) 

Internal(TW): Nil 

External(OR): Nil 

External(PR): Nil 

Credit  3  

Prerequisite (If any):   

1. Basic knowledge of Mobile Devices 

Course Objective:  

1. To learn GSM Architecture 

2. To learn Mobile operating system and IP network protocols. 

3. To understand the concept of Mobile Ad-Hoc and Sensor Networks 

4. To Define Mobile Computing and look at current trends 
5. To distinguish between types of Mobility 

6. To Examine Theory Research in Mobility Examine Systems Research in Mobility 

Course Outcome:  

 Upon successful completion of this course, students should be able to: 

1. Understand basic concepts and principles in mobile computing 

2. Understand the concept of Wireless LANs, PAN, Mobile Networks, and Sensor Networks 

3. Explain the structure and components for Mobile IP and Mobility Management 

4. Understand positioning techniques and location-based services and applications 

5. Understand Distributed Mobile Computing 

6. Study Advance/Recent trends and technologies 

Course Contents  Hrs 

Unit – I Mobile Communications and Computing : An Overview  6 

Mobile Communication, Mobile Computing, Mobile Computing Architecture, Mobile Devices, 
Mobile System Networks, Data Dissemination, Mobility Management, Security, Mobile 
Devices and Systems, Mobile Phones, Digital , Music Players, Handheld Pocket Computers, 
Handheld Devices: Operating Systems, Smart Systems, Limitations of Mobile Devices, 
Automotive Systems 

Unit – II : GSM and Similar Architectures  6 
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GSM-Services & System Architectures ,Radio Interfaces, Protocols Localization, Calling, 
Handover, Security, New Data Services, General Packet Radio Services, High Speed Circuit 
Switched Data, DECT , Wireless Medium Access Control and CDMA - based 
Communication ,Medium Access Control, Introduction to CDMA – basedSystems, Spread 
Spectrum in CDMA Systems, Coding Methods in CDMA,IS-95 CDMA One System,IMT-
2000,i-mode, OFDM 

Unit – III : Mobile Ad -Hoc and Sensor Networks  6 

Introduction to Mobile Ad-Hoc Networks, MANET, Wireless Sensor Networks, Applications, 
Wireless LAN, Mobile Internet Connectivityand Personal Area Network, Wireless LAN (WiFi) 
Architecture & Protocol Layers, WAP 1.1 & WAP 2.0 Architectures, XHTML-MP (Extensible 
Hypertext Markup Language Mobile Profile),Blue tooth-enabled Devices Networks, Layers in 
Bluetooth Protocol, Security inBluetooth Protocol, IrDA, ZigBee, Mobile Application 
Languages-XML, Java, J2ME, and JavaCard. 

Unit – IV : Mobile IP Network Layer  6 

IP & Mobile IP Network Layer s, Packet Delivery & Handover Management, Location 
Management, Registration, Tunneling & Encapsulation, Route Optimization, Dynamic Host 
Configuration Protocol, Mobile Transport Layer , Conventional TCP/IP Transport Layer 
Protocol, Indirect TCP, Snooping TCP, Mobile TCP, Other Methods of TCP layer 
Transmission for Mobile Networks, TCP over 2.5G/3G Mobile ,Networks 

Unit – V : Data Synchronization in Mobile Computing Systems  6 

Synchronization, Synchronization Software for Mobile Devices, Synchronization Protocols, 
SyncML Synchronization Language for Mobile Computing, Sync4J ( Funambol ), 
Synchronized Multimedia Markup Language (SMIL), Mobile Devices: Servers and 
Management , Mobile Agent, Application Server, Gateway, Portals, Service Discovery, 
Device Management, Mobile File System, Security 

Unit – VI : Mobile Operating Systems&  Advance/Recent trends and technologies  6 

Characteristics, Basic functionalities of Operating Systems, Windows CE, Symbian OS, 
Android OS, Linux for Mobile Devices, SIM card File system 

 

Text Books: (Book Title, Name of the author, name of the Publisher, e dition, year of 

publication)  

1. Raj Kamal, Mobile Computing, 2/e , Oxford University Press-New Delhi13 
2. Handbook of Algorithms for Wireless Networking and Mobile Computing, edited by Azzedine 

Boukerche, CHAPMAN & HALL/CRC COMPUTER and INFORMATION SCIENCE SERIES 
3. Ashok K. Talukder, Roopa R. Yavagal, Mobile Computing Technology, Applications, and 

Service Creation, McGraw-Hill Communications Engineering, 2005 
4. Martyn Mallick, Mobile and Wireless Design Essentials, Wiley Publishing, 2003. 
5. J. Schiller, Mobile Communications, 2nd edition, Pearson Education, 2003. 
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6. D.P. Agrawal and Q.-A. Zeng, Introduction to Wireless and Mobile Systems, Brooks/Cole, 
Thomson Learning, 2003.  

7. H.M. Deitel, P.J. Deitel, T.R. Nieto, and K. Steinbuhler, Wireless Internet & Mobile Business 
– How to Program, Prentice Hall, 2002 

8. J. Burkhardt, H. Henn, S. Hepper, K. Rindtorff and T. Schaeck, Pervasive Computing: 
Technology and Architecture of Mobile Internet Applications, Addison-Wesley, 2002 

Reference Books:  

1. Handbook of Wireless Networks and Mobile Computing, Edited by IvanStojmenovic, John 
Wiley & Sons. 
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MCEL512C : Network Security & Cryptography 

Teaching Scheme:  

Lectures:  3Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:  60 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite (If any):  

1. Basic algorithms for encryption and decryption. 

Course Objective:  

1. Gain familiarity with prevalent network and distributed system attacks, defenses against them, 

and forensics to investigate the aftermath 

2. Develop a basic understanding of cryptography, how it has evolved, and some key encryption 

techniques used today. 

3. Develop an understanding of security policies (such as authentication, integrity and 

confidentiality), as well as protocols to implement such policies in the form of message 

exchanges. 

Course Outcome:  

1. To understand overview Network Security & Cryptography 

2. To study Public Key Cryptography and RSA 

3. To study Message Authentication and Hash Functions 

4. To learn Authentication Applications 

5. To understand Firewalls design principles 

6. To apply knowledge for  designing secured network infrastructure 

Course Contents  Hrs 

Unit – I:Overview  6 

Services, Mechanisms and attacks, OSI security architecture, Model for network security. 

Classical Encryption Techniques: Symmetric cipher model, Substitution techniques, Transposition 

techniques, Rotor machine, Steganography, Problems. Block Ciphers and DES (Data Encryption 

Standards): Simplified DES, Block cipher principles, DES, Strength of DES, Block cipher design 

principles, Block cipher modes of operation, Problems. 

Unit – II : Public Key Cryptography and RSA  6 

Principles of public key cryptosystems, RSA Algorithm, Problems. Other Public Key Crypto 

Systems and Key Management: Key Management, Diffie-Hellman key exchange, Elliptic curve 

arithmetic, Elliptic curve cryptography, Problems. 
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Unit – III : Message Authentication and Hash Functions  6 

Authentication requirements, Authentication functions, Message authentication codes, Hash 

functions, Security of Hash functions and MAC’s, Problems. Digital Signature and Authentication 

Protocol: Digital signature, Authentication protocols, Digital signature standard. 

Unit – IV :Authentication Applications  6 

Kerberos, X.509 authentication service, Kerberos encryption technique, Problems. Electronic Mail 

Security: Pretty good privacy, S/MIME, Data compression using ZIP, Radix-64 conversion, PGP 

random number generator. IP Security: Overview, IP security architecture, Authentication header, 

ESP (encapsulating security pay load), Security associations, Key management, Problems.) 

Unit – V : Firewalls  6 

Firewall design principles; trusted systems, Problems. Wireless Security Issues: The Unique 

Security Environment of Wireless, Notable Security Failures With 

WiFi and GSM, Authentication, Authorization and Accounting, IEEE 802.11 (WiFi) 

Solutions; Initial and Revised Virtual Private Networks. Recent trends in network 

security. 

Unit – VI :Advanced Topics in Network Security  6 

Designing Network security using Cisco simulator: Security Fundamentals, The Corporate Security 

Policy, Practical Implementation. 

 

 

 

 

 

 

 

 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. William Stallings  “Cryptography and Network Security”, Pearson Education (Asia) Pvt. 

Ltd./Prentice Hall of India2003  

2. Atul Kahate , “Cryptography and Network Security”, Tata McGraw-Hill 2003 

3. Merike Kaeo, “Designing Network Security”, 2nd Edition , published Oct 30, 2003 by Cisco Press. 
Reference Books:  

1. Eric Maiwald , “Fundamentals of Network Security” McGraw-Hill 2003 

2. John Hershey ,”Cryptography Demystified”,  McGraw-Hill 2003 
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MVEL511- Open Elective form E&TC dept.(Elective-II)  

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory) 

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

 End Sem. Examination: .60 Marks 

Examination Scheme 

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 
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MCEL513A :  Big Data Analysis  

Teaching Scheme:  

Lectures:  3 Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:-6 0 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite :   

1.  Data Warehousing and Data Mining 

2. Database Concepts 

Course Objective:  

1. To Find out the implementation area of Big Data  

2. To Understand the concept of Big data 

3. To Understand concept of Hadoop for an application development 

Course Outcome:  

1. To be able to understand the concept of Big data 

2. To be able to understand Hadoop Ecosystem 

3. To be able to  comprehend Structure and algorithms for Big data 

4. To be able to understand Hadoop Architecture 

5. To understand Documents and tools used in Big Data 

6.To be able to implement HIVE, HBASE 

Course Contents  Hrs 

UNIT I – INTRODUCTION TO BIG DATA  6 

Introduction – distributed file system – Big Data and its importance, Four Vs, Drivers for Big data, 
Big data analytics, Big data applications. Algorithms using map reduce, Matrix-Vector 
Multiplication by Map Reduce.  
UNIT II – INTRODUCTION HADOOP 6 

Big Data – Apache Hadoop & Hadoop EcoSystem – Moving Data in and out of Hadoop – 

Understanding inputs and outputs of MapReduce - Data Serialization. 

Unit – III :Structure and algorithms for Big data  6 

Big Data Analytics, Basic statistical modeling, experiment design, introduction to machine 

learning, Over fitting.Supervised learning: overview, simple nearest neighbor, decision 

trees/forests, regression. Unsupervised learning: k-means, multi-dimensional scaling. ETL and 

Data warehousing in Big Data. Big Data Technologies – Hadoop overview. Graph Analytics: 

PageRank, community detection, recursive queries. Text Analytics: latent semantic analysis 

Unit – IV : HADOOP ARCHITECTURE 6 
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Hadoop ecosystem components - Schedulers - Fair and Capacity, Hadoop 2.0 New Features- 
NameNode High Availability, HDFS Federation, MRv2, YARN, Running MRv1 in YARN.  
Unit – V: HIVE AND HIVEQL, HBASE   
Hive Architecture and Installation, Comparison with Traditional Database, HiveQL - Querying Data 
- Sorting And Aggregating, Map Reduce Scripts, Joins & Subqueries, HBase concepts- Advanced 
Usage, Schema Design, Advance Indexing - PIG, Zookeeper - how it helps in monitoring a 
cluster, HBase uses Zookeeper and how to Build Applications with Zookeeper.  
Unit – VI :  Documents and tools used  6 

Key-/Value-Stores, Amazon’s Dynamo, Project Volde mort, Other Key-/Value-Stores, Document 

Databases, Apache CouchDB, Mongo DB, Column-Oriented Databases, Google’s Bigtable, 

Bigtable Derivatives, Cassandra. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. Intelligent Data Analysis Michael Berthold, David J. Hand Springer,2007  ,1edition 

2. Chris Eaton, Dirk deroos et al , “Understanding Big data ”, McGraw Hill, 2012.   
3. Vignesh Prajapati, “Big Data Analytics with R and Haoop”, Packet Publishing 2013.  

Reference Books:  

1. Data Mining Concepts and Techniques, Jiawei Han, Micheline Kamber, Elsevier.2008 ,2edition. 
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MCEL513B :Cloud Computing 

Teaching Scheme:  

Lectures:  3Hrs/Week 

Tutorials:  Nil 

Practical:  Nil 

Examination Scheme: (Theory)  

Teacher  Assessment  Examination :  20 Marks 

Class Assessment  Examination :  20 Marks 

End Sem Examination:  60 Marks 

 

Examination Scheme:  

(Laboratory) 

Internal(TW): Nil 

External(OR) :Nil 

External(PR) :Nil 

Credit  3  

Prerequisite (If any):  

1. Parallel & Distributed Computing 

Course Objective:  

1. To understand the need of cloud computing  

2. To learn architectural framework of cloud computing   

3. To discuss Cloud and (new) Service Level Management  

4. To discuss how to approach and evaluate a Cloud business case  

Course Outcome:  

1. To understand Cloud Computing Architectural framework 

2. To understand various cloud services  

3. To understand Cloud Computing Security challenges  

4. To evaluate a Cloud business case and Risk Management  

5. To understand concepts of cloud application development 

6. To understand various commercial clouds 

Course Contents  Hrs 

Unit  – I : Introduction to Cloud Computing  6 

Virtualization Concepts, Cloud Computing Fundamental: Overview of Computing Paradigm, 

Evolution of cloud computing, Defining cloud computing, Components of a computing cloud, 

Essential Characteristics of Cloud Computing, Cloud Taxonomy. 

Unit – II : Cloud Computing Architectural Framework  6 

Cloud architectural principles, Role of Networks in Cloud computing, Role of Web services, 

Benefits and challenges to Cloud architecture, Cloud Service Models, cloud computing vendors. 

Cloud Services Management, Performance and scalability of services, tools and technologies 

used to manage cloud services deployment. 

Unit – III : Exploiting Cloud Services  6 

Software as a Service (SaaS): Introduction to SaaS, Inspecting SaaS technologies, 

Implementing web services, Deploying Infrastructure as a Service (IaaS): Introduction to IaaS, 

Scalable server clusters, Machine Image, Virtual Machine (VM). Elastic storage devices, Data 
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storage in cloud computing, Delivering Platform as a Service(PaaS): Introduction to PaaS, 

Service Oriented Architecture (SOA), Cloud Platform and Management, Hardware-as-a-service: 

HaaS. 

Unit – IV : Cloud Application Development  6 

Role of business analyst, Technical architecture considerations, Service creation environments 

to develop cloud based applications, Technologies and the processes required when deploying 

web services; Deploying a web service from inside and outside a cloud architecture, 

advantages and disadvantages, Cloud Economics, 

Unit – V : Cloud Security and Risk Management  6 

Cloud Security: Understanding cloud based security issues and threats, Data security and 

Storage, Identity & Access Management, Risk Management in cloud, Governance and 

Enterprise Risk Management. 

Unit – VI : Analysis on Case study  6 

Business Case: Business case evaluation criteria, Business outcomes examples, Case Studies: 

Case Study on Open Source & Commercial Cloud: Eucalyptus, Microsoft Windows Azure, 

Amazon EC2, Amazon Elastic Block Storage – EBS. Google Cloud Infrastructure, MapReduce. 

AWS, Simple Storage Service – S3, Recent trends in Computing/ advanced topic. 

 

 

 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. Kai Hwang, Jack Dongarra & Geoffrey C. Fox. , “Distributed and Cloud Computing: Clusters, 

Grids, Clouds, and the Future Internet of things”, Morgan Kaufmann Publishers, 2012.  

2. Barrie Sosinsky ,“Cloud Computing Bible”, Wiley-India, 2010  

3. Nikos Antonopoulos, Lee Gillam, “Cloud Computing: Principles, Systems and Applications”,  

Springer, 2012  

Reference Books:  

1. Ronald L. Krutz, Russell Dean Vines , “Cloud Security: A Comprehensive Guide to Secure Cloud 

Computing” , Wiley-India, 2010  

2. Gautam Shroff  “Cloud Computing Technology Architecture Applications”, Enterprise [ISBN: 978-

0521137355] ������
����*�
����
���4�����@� �)��������6�6A  

3. Anthony T. Velte, “Cloud Computing: Practical Approach”, McGraw-Hill Education; 1 edition 

2009 
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MCEL513C - Intelligent Systems  

Teaching Scheme:  

Lectures:  -3-Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory)  

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

End Sem. Examination: .60 Marks 

Examination Scheme  

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit                                 3 

Prerequisite (If any):   

1. Artificial intelligence 

Course Objective:  

1. To planning and acting in real word. 

2. To study uncertain knowledge and reasoning. 

3. To make simple and complex problem decision. 

Course Outcome:  

1. To study concepts of agents in Intelligent System. 

2. To understands search strategies and to solve constraint satisfaction problems. 

3. .To study planning of real world problem approaches. 

4. To understand uncertain problems and its reasoning. 

5. To understand concept of complex decisions. 

6. To solve simple and complex problem for various expert system. 

Course Contents  Hrs.  

Unit – I : Introduction  6 

Intelligent Agents:  Introduction. Agents and Environments, Good Behavior: The Concept of 

Rationality, The Nature of Environments, The Structure of Agents. 

Problem Formulation:  Problem-Solving Agents, Example Problems, Searching for Solutions,  

Uninformed Search Strategies, Avoiding Repeated States, Searching with Partial Information 

Unit – II : Search Methods  6 

Informed Search and Exploration:  Informed (Heuristic) Search Strategies, Heuristic 

Functions, Local Search Algorithms and Optimization Problems, Local Search in Continuous 

Spaces, Online Search Agents and Unknown Environments, Generic Algorithms for TSP. 

Constraint Satisfaction Problems:  Constraint Satisfaction Problems, Backtracking Search 

for CSPs, Local Search for Constraint Satisfaction Problems, Structure of Problems. 

Unit – III : Planning  6 

The Planning Problem, Planning with State-Space Search, Partial-Order Planning, 
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Planning Graphs, Planning with Prepositional Logic, Analysis of Planning Approaches. Time, 

Schedules and Resources, Hierarchical Task Network Planning, Planning and Acting in 

Nondeterministic Domains, Conditional Planning, Execution Monitoring and Preplanning, 

Continuous Planning, Multi-Agent Planning. 

Unit – IV : Uncertain knowledge and reasoning  6 

Acting under Uncertainty, Basic Probability Notation, Representing Knowledge in an Uncertain 

Domain, The Semantics of Bayesian Networks, Efficient Representation of Conditional 

Distributions, Exact Inference in Bayesian Networks, Approximate Inference in Bayesian 

Networks, Extending Probability to First-Order Representations, Other Approaches to 

Uncertain Reasoning. 

Unit – V : Making Simple & Complex Decisions  6 

Combining Beliefs and Desires under Uncertainty, The Basis of Utility Theory, Utility Functions, 

Multi-attribute Utility Functions, Decision Networks, The Value of Information, Decision-

Theoretic Expert Systems, Sequential Decision Problems, Value Iteration, Policy Iteration. 

Unit – VI : Expert Systems and Advances in Intelligence System  6 

Representing and Domain Knowledge, Expert System  ,shell, Explanation, Knowledge 

Acquisition, Fuzzy Expert system, Frame Based Expert System, Artificial Neural Network, 

Evolutionary Computation, Hybrid Intelligent System. 

 
 

 
 
 
 

Text Books: (Book Title, Name of the author, name o f the Publisher, edition, year of publication)  

1. Patrick Henry Winston, “Artificial Intelligence”, 3rd Edition. Pearson Publication, ISBN 

No.978-81-317-1505-5. 

2. Laxmidhar Behara,” Intelligent Systems Technologies and Applications 

3. Michael Negnevitsky ,“Artificial Intelligence: A Guide to Intelligent Systems” 2 nd Edition, 

Pearson Publication, ISBN 0 321 20466 2. 

4. Zbigniev W Ras “Foundation of Intelligent Systems” 

Reference Books:  

1. Stuart Russell, Peter Norvig, “Artificial Intelligence – A Modern Approach” 2nd Edition  

Pearson Publication, ISBN No.978-81-775-8367-0. 

2. ”Patrick Henry Winston., “Lisp programming language”, Pearson Publication. 

3. Jef Hawkins “On Intelligence “ 

4. Dan Patterson “Introduction to Artificial Intelligence” 
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MVEL512 - Open Elective form E&TC dept.(Elective-III) 

Teaching Scheme:  

Lectures: 3Hrs/Week 

Tutorials:  NIL 

Practical:  NIL 

Examination Scheme  (Theory) 

Teacher Assessment Exam: 20 Marks 

Class Assessment Exam: 20 Marks. 

 End Sem. Examination: .60 Marks 

Examination Scheme 

(Laboratory) 

Internal(TW): NIL 

External(OR) :NIL 

External(PR) :NIL 

Credit    3 

Course Objective:  To acquired knowledge of new sub ject 
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 MCEP514 : Lab Practical –II  

Teaching Scheme:  

Lectures: NIL 

Tutorials: 4 Hrs./Week 

Practical:  NIL 

Examination Scheme  (Theory) 

Teacher Assessment Exam: NIL 

Class Assessment Exam: NIL 

End Sem. Examination : NIL 

Examination Scheme 

(Laboratory) 

Internal(TW): 50 Marks 

External(OR) :50Marks 

External(PR) :NIL 

Credit - 2 

Course Objective:  

1. To understand deadlock problems and socket programming 

      2. To study various algorithm of network security 

      3.  To design IEEE /ACM/Springer transaction journal paper foe BDA & SDA 

Course Outcomes:  

1. To implement deadlock solution  with software architecture and IPC mechanism  

2. To implement Honeypot and to identify DOS attack. 

3. To understand configuration  WAN and web server.(ACN) 

4. To implement E-commerce application and design an IEEE paper. 

5. To implement BIA tools for marketing applications. 

6. To Design suitable software architecture 

List of Practical (Any Eight Assignment)  4Hrs./week  

1. Demonstrate the Reader-Writer Problem solution by creating multiple 

Processes and share regions or blocks. Use 64-bit Linux derivative and 

tools for implementation. 

 

2. Write a program in Python for IPC using pipe and socket.  

3. Design suitable software architecture for reader -writer problem.  

4.  Take one IEEE /ACM/Springer transaction journal paper and design SDA 

and list all requirements using S/W life cycle model. 

 

5. Implement and configure RIP using packet tracer.  

6. Implement multithreaded web server using JAVA.  

7. Write a program to implement to identify DOS attack on a wireless cluster of 
servers. 

 

8. Design and implementation of Honeypot  

9. Use Business intelligence and analytics tools to recommend the 

combination of share purchases and sales for maximizing the profit. 
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10. Select an Industrial sector and write a BIA tool for maximizing the profit.  

11. Implement using HIVE/HBASE for any e-commerce application.  

12. Design of two journal papers (IEEE/Elsevier/ACM/Springer/Thomas 

Reuters) related to Big Data Analysis.  

 

13. Implement using any open source tool for assignment 12.  
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SEM-III 
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MCEP601 : Technical Course -Latex  

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical: 6 Hrs. /Week 

Examination Scheme : (Theory)  

Teacher Assessment Examination:  Nil 

Class Assessment Examination:  Nil 

End Sem. Examination:  Nil 

Examination Scheme:  

(Laboratory) 

Internal(TW): 50 Marks 

External(OR) : NIL 

External(PR) :Nil 

Credit  3 

Course Objectives:  
1. To learn use of advance programming, documentation, presentation and communication 

Tools 
2.  To learn  recent technologies in current IT trends 
3. To learn administrative skills and responsibilities  
4. To learn quantitative skills 
!�  To learn different tools�

Course Outcomes:  
1. Ability to understand need of technical competence required for problem solving 
2. Ability to understand employers requirements 
3. Ability to understand professional and group behavioral ethics 
4. To learn quantitative skills 
5. Able to apply Mathematical Symbols and Greek Letters 
6. Student able to write research paper 

Course Contents  Hrs 

Skill Development means developing yourself and your skill sets to add value for there your 
own career development. Fostering an attitude of appreciation for lifelong learning is the key to 
workplace success. Continuously learning and developing one's skills requires identifying the 
skills needed and then successfully seeking out trainings or on-the-job opportunities for 
developing those skills. 
 
Course Write-up Theory shall include: 
Understanding problem solving requirements: Customer Requirements, Employer requirements 
and technology requirements. 
 
Competency assessment using: 
 
Employer's perspective: Reliability, Integrity, Teamwork, Willingness to learn, 
Entrepreneurship, Self-discipline, Communication, Self-motivation, Flexibility, Technical 
leadership 
Students Perspective: Basic computer skills, Technical skills, Use of modern tools, Advanced 
computer skills, System design, Communication and gestures, Responsibility, Verbal 
communication, Application of knowledge, Creativity, Gender Co-existence, respect, social and 
ethical responsibilities. 
Use of Supporting Technology Perspective: In addition to development tools it is very 
important to use group communication and information sharing technologies. Students are 
expected to acquire following skills :Posting a question on the blog or forum, writing and 
maintaining a mailing list mails, Writing outputs or logs using Post Bin tools or equivalent, use 
of GIT(refer to github Web site) for revision control or open source equivalent 

 

 

 

 

 

 

6 Hrs. 

/Week 

�
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MCEP602: Seminar -I 

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical: 4 Hrs./Week 

Examination Scheme: (Theory)  

Teacher Assessment Examination:  Nil 

Class Assessment Examination:  Nil 

End Sem. Examination:  Nil 

Examination Scheme:  

(Laboratory) 

Internal(TW): 50 Marks 

External(OR) : 50 Marks 

External(PR) :Nil 

Credit  4 

Course Outcome:  

1. Able to select topics from recent trends. 

2. Apply the Research Methodology concepts and survey research topic. 

3. Able to apply Theoretical concepts 

4. Able to learn technical writing skills 

5. Able to use Communication skills 

6. Able to apply Presentation skills 

Course Contents  Hrs.  

           Seminar based on state-of-the art in the selected electives and approved by 

guide. The presentation and the report should cover motivation, mathematical modeling, 

data-table discussion and conclusion. 

            The reports to be prepared using LATEX derivative. To maintain the quality of the 

seminar work it is mandatory to the  seminar guides to maintain a progressive record of 

the seminar.  

           Contact Hrs of 4Hrsper week per seminar which shall include the discussion 

agenda, weekly outcomes achieved during practical sessions, corrective actions and 

comments on the progress report as per the plan submitted by the students including 

dates and timing, along with the signature of the student as per the class and teacher 

time table (as additional teaching load).  

             Such record of progressive work shall be referred by the examiners during 

evaluation. Students should implement the idea of seminar topic using any technical 

open tools appropriately. 

 

 

 

 

4 

Hrs./Week 

�

�

�

�

�
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MCEP603 : Dissertation Phase -I 

Teaching Scheme:  

Lectures:  Nil 

Tutorials:   Nil 

Practical: 8 Hrs./Week 

Examination Scheme: (Theory)  

Teacher Assessment Examination:  Nil 

Class Assessment Examination:  Nil 

End Sem. Examination:  Nil 

Examination Scheme  

(Laboratory) 

Internal(TW): 5 0 Marks 

External(OR) : 100 Marks 

External(PR) : Nil 

Credit  8 

Course Outcome:  

1. Able to understand research problem. 

2. Apply the knowledge and survey research problem. 

3. Able to apply recent trends. 

4. Able to provide solution for research  problem 

5. Able to apply concepts of  research methodology 

6. Able to apply engineering concepts and solve the problem 

Course Contents  Hrs.  

          Motivation, Problem statement, survey of journal papers related to the problem 

statement, problem modeling and design using set theory, NP-Hard analysis, SRS, 

UML, Classes, Signals, Test scenarios and other necessary, problem specific UML, 

software engineering documents.  

           Student should publish one International Journal Paper (having ISSN Number 

and preferably with Citation Index II); or paper can be published in reputed International 

Journal recommended by the guide of the Dissertation and in addition to above the term 

work shall include the paper published, reviewers comments and certificate of 

presenting the paper in the conference organized/sponsored by the University.  

            To maintain the quality of the dissertation work it is mandatory on the 

dissertation guides to maintain a progressive record of the dissertation contact Hrs. of 

8Hrs per week which shall include the dissertation discussion agenda, weekly outcomes 

achieved during practical sessions, corrective actions and comments on the progress 

report as per the plan submitted by the students including dates and timing, along with 

the signature of the student as per the class and teacher time table.  

           Such record of progressive work shall be referred by the dissertation examiners 

during evaluation. At the most 8 dissertations can be assigned to a guide. 
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MCEP604 : Seminar -II 

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical: 4 Hrs./Week 

Examination Scheme : (Theory)  

Teacher Assessment Examination:  Nil 

Class Assessment Examination:  Nil 

End Sem. Examination:  Nil 

Examination Scheme  

(Laboratory) 

Internal(TW): 50 Marks 

External(OR) : 50 Marks 

External(PR) : Nil 

Credit  4  

Course Outcome:  

     1.Able to select topics from  latest research topic. 

     2.Apply the Research Methodology concepts and survey research topic. 

     3.Able to apply Theoretical concepts and compare with other related topics. 

     4.Able to learn technical writing skills 

     5.Able to use Communication skills 

     6.Able to apply Presentation skills 

Course Contents  Hrs.  

          Seminar based on selected research methodology preferably algorithmic design 

advances as an extension to seminar-II, approved by the guide. The presentation should cover 

motivation, mathematical modeling, data-table discussion and conclusion.  

          The reports shall be prepared using LATEX derivative. To maintain the quality of the 

seminar work it is mandatory for the seminar guides to maintain a progressive record of the 

seminar . 

         Contact Hrs of 3Hrs per week per seminar which shall include the discussion agenda, 

weekly outcomes achieved during practical sessions, corrective actions and comments on the 

progress report as per the plan submitted by the students including dates and timing, along 

with the signature of the student as per the class and teacher time table (as additional teaching 

load).   

            Such record of progressive work shall be referred by the examiners during evaluation. 

Topic should be technically inclined to implementation of project. Students must do valid 

certification from industry or institute. 
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MCEP605: Dissertation Phase -II 

Teaching Scheme:  

Lectures:  Nil 

Tutorials:  Nil 

Practical: 16 Hrs./Week 

Examination Scheme : (Theory)  

Teacher Assessment Examination:  Nil 

Class Assessment Examination:  Nil 

End Sem. Examination:  Nil 

Examination Scheme  

(Laboratory) 

Internal(TW):  200 Marks 

External(OR) : 200 Marks 

External(PR) : Nil 

Credit  16 

Course Outcome:  

         1.Able to design system for research problem 

   2.Able to implement research problem. 

        3.Able to apply latest technology. 

  4.Able to compare research finding with others. 

 5.Able to apply testing skills. 

6.Able to implement other real time problems. 

Course Contents  Hrs.  

                Selection of Technology, Installations, UML implementations, testing, Results, 

and performance discussions using data tables per parameter considered for the 

improvement with existing known algorithms and comparative graphs to support the 

conclusions drawn. 

              Student should publish one International Journal Paper (having ISSN Number 

and preferably with Citation Index II); or paper can be published in reputed International 

Journal recommended by the guide of the Dissertation and in addition to above the term 

work shall include the paper published, reviewers comments and certificate of presenting 

the paper in the conferences. To maintain the quality of the dissertation work it is 

mandatory on the dissertation guides to maintain a progressive record of the dissertation 

contact 8 Hrs of at least 4Hrs per week which shall include the dissertation discussion 

agenda.     

 Weekly outcomes achieved during practical sessions, corrective actions and comments 

on the progress report as per the plan submitted by the students including dates and 

Such record of progressive work shall be referred by the dissertation examiners during 

evaluation. At the most 8 dissertations can be assigned to a guide. 
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